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Objectives: This article examines the impact of disinformation on state security and 

explores effective countermeasures within democratic societies. The study analyses the 

mechanisms of information warfare, the role of artificial intelligence in both the spread 

and detection of disinformation, and the legal challenges in regulating this 

phenomenon. The key objective is to determine how to mitigate threats to 

disinformation while upholding democratic principles of free speech and access to 

information. 

Methods: Research adopts an interdisciplinary approach, integrating political science, 

legal, sociological, and technological perspectives. It includes a literature review, case 

studies, and a comparative analysis of disinformation strategies used by state and 

nonstate actors. Special attention is paid to AI-based tools and cybersecurity 

frameworks in the countering of disinformation. 

Results: Disinformation is a crucial component of modern hybrid warfare, aimed at 

destabilising democracies and influencing political and security decisions. Traditional 

fact-checking methods prove to be ineffective, as false narratives often appear more 

credible than factual information. AI-driven solutions remain experimental, facing 

challenges in transparency and adaptability. Additionally, legal efforts to combat 

disinformation often clash with democratic norms, complicating regulatory responses. 

Conclusions: State security in the digital age demands evolving countermeasures that 

integrate technological, legal, and educational initiatives. Raising public awareness and 

improving media literacy are essential, but balancing security policies with civil 

liberties remains a challenge. Future research should refine AIdriven detection methods 

and develop adaptable legal frameworks to address emerging threatstake place 

independently. 
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Introduction 

The starting point for the analyses and considerations carried out in this article is the assumption 

that there is currently an information war that threatens the security of Western states and societies. 

Therefore, it is important to develop and implement effective methods and tools to counter information 

attacks. However, to develop effective tools for fighting in information warfare, it is necessary to be 

widely aware that during war, not only kinetic tools and weapons are used to fight. Psychological 

warfare and the influence of the opponent without the need to use weapons are also important. One of 

its tools is disinformation (Derlatka, 2023, p. 226). Currently, the most commonly used, and often the 

only, way to combat disinformation is to verify facts, identify false information, and authoritatively 

correct them. However, in the face of ubiquitous disinformation, these actions are not effective and false 

information is often perceived as more credible than true information. (Rubinelli and Diviani, 2025), 

because its contents seem rational to some recipients (Dobrowolska, 2024, p. 124). 

When developing ways to combat disinformation, it is also important to remember that not all 

false information is disinformation and can often be misinformation. Misinformation is information that 

is incomplete, false, or presented in a false context, which misleads the public opinion, which can be 

created and spread unconsciously by people who do not have the appropriate knowledge on a given 

topic or those who do not verify the information before further sharing. Disinformation, on the other 

hand , is the deliberate creation and spread of such information (Kuznetsova et al., 2025, p. 5). Therefore, 

the difference between misinformation and disinformation lies in intentionality. However, from the 

user's point of view, distinguishing these phenomena is difficult and often impossible, and both can 

cause threats. Although disinformation is much more dangerous to the security of the state , because it 

is most often prepared by the state apparatus and teams consisting of specialists in various fields such 

as psychology, history, mathematics, linguistics, and cultural studies. Therefore, experts should also 

develop methods and procedures to combat disinformation. It should be taken into account that in 

a  democratic state, citizens should be guaranteed access to information (Włodyka, 2022, p. 352). 

Therefore, the main goal of this article is to find an answer to the question of how to effectively 

counteract disinformation. The effectiveness of the methods used so far to combat this phenomenon will 

also be examined. The research hypothesis assumes that, in order to ensure the security of the state and 

its citizens, protection measures against disinformation must evolve continuously, adapt to the 

dynamically changing information environment, and be effective at the same time. To verify it, the 

authors decided to use an analysis of the literature on the subject supplemented by an interdisciplinary 

approach combining political, legal, sociological and technological-IT analysis. Due to the broad scope 

of the issue, the authors focused on the threats posed by disinformation to Western societies, with 

particular attention paid to Poland and the European Union in the context of the hybrid activities of the 

Russian Federation. 

1. Disinformation as a Weapon of War: Tools, Targets, and Threats 

Disinformation has always been a weapon of war. Its goal is to mislead the enemy, weaken them 

by creating and deepening social divisions, and present them in a negative light in the eyes of 

international opinion. The main goals of disinformation activities remain unchanged, and the current 

development of modern technologies and the universality of access to information and almost unlimited 

possibilities of its dissemination only mean that new tools appear that can be and are used during 
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disinformation activities. These are often bots and other digital tools based on artificial intelligence (AI) 

algorithms and big data analysis (Kaczmarek, Karpiuk, Melchior, 2024, p. 104). Due to their specificity, 

the so-called social networks are most often used as disinformation distribution channels (Marigliano, 

Ng, Carley, 2024, p. 3). 

The current international situation and security environment mean that societies of democratic 

western countries are most vulnerable to disinformation. This is because disinformation, manipulation, 

and propaganda cannot be effectively combated in accordance with the law without violating the 

standards of a democratic state, including freedom of communication (Bayer, 2024, p. 590). Therefore, 

fighting disinformation is a challenge for the security of the state and its citizens. At the same time, it 

should be emphasised that currently, in the context of security, the areas of combating disinformation 

and ensuring cybersecurity largely overlap, and regulations regarding digitisation are increasingly being 

viewed in terms of state security (Farrand, Carrapico, Turobov, 2024, p. 2382).  

Currently, from the perspective of European countries, the greatest threat of disinformation comes 

from Russia. This applies to former Soviet republics such as Moldova (Nistor, Stretea, 2025, pp. 177-

178) or the Baltic states (Morknas, 2022), the countries of the former eastern Bloc (Markowitz, 2023, 

pp. 294-313 ), as well as all those on which Russia wants to exert influence. Therefore, preparation for 

the fight against disinformation requires understanding the importance of information itself for the 

functioning of modern societies and states. 

Information plays a very important role today, and technological and civilisational development 

increases its importance. The technological revolution has completely changed the methods of social 

communication, enabling access to increasingly effective communication tools. Along with this 

development, new forms of threat and new ways of intercepting information appear that are important 

from the point of view of the functioning of the state and society. This forces public bodies and 

institutions to search for new solutions in the area of information protection and ways of responding to 

threats, in order to ensure a high level of security and continuity of the state's functioning (Skwarski, 

Szkudlarek, 2020, p. 14). 

 Disinformation has a direct impact on the security of the state and poses a major threat to it. It 

can affect the state's policy in the field of defence and security, including its strategic goals related to 

ensuring the independence of the state. Disinformation can interfere with democratic mechanisms, 

which can undermine state stability and irregularities in the functioning of public authorities. This is an 

undesirable phenomenon from the point of view of the public interest. 

Disinformation is not an end in itself, but a means of achieving a specific, usually long-term, 

political, or military goal. State security is not Only its duration, but also, if not primarily, its security in 

the future and in this respect disinformation activities may have particularly harmful effects, which will 

manifest themselves in the occurrence of crises (Kacaa, 2015, p. 64).  

Security, as an institution that is supposed to counteract disinformation, is a state in which states, 

organisations, social groups, and citizens are properly protected against threats that may harm integrity, 

prosperity, or survival (Kaczmarek, 2024, p. 412).). Due to the essence of security, its importance for 

the state and society, a broad interpretation of the threat should be adopted (Karpiuk, 2019, p. 191). Such 

an approach to the threat allows its elimination even before it causes undesirable effects. One of the 

threats that destabilise the state may be disinformation, which causes negative effects in the security 

environment that is supposed to protect systemic institutions. 
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Disinformation is spread to a large extent in cyberspace. Cyberspace – art. 2 sec. 1b of the Act of 

29 August 2002 on martial law and on the competences of the Supreme Commander of the Armed 

Forces and the principles of his subordination to the constitutional bodies of the Republic of Poland  

(i.e., Journal of Laws of 2022, item 2091, as amended) is understood as the space for processing and 

exchanging information created by ICT systems, together with the connections between them and 

relations with users. The activity that takes place in cyberspace should be safe. It is important that there 

are no threats that are significant for users of ICT systems, as well as threats that affect the normal 

functioning of the state and its institutions (Karpiuk, Melchior, Soler, 2023, p. 8 ). 

The Internet is currently used not only for quick communication, but also for obtaining 

information or providing services, which is why the protection of its users is very important. The Internet 

brings with it not only the possibility of quick, easy, and cheap contact, but also threats, including those 

related to criminal activity (Czuryk, 2022, p. 40). In the era of digital information, the Internet is the 

main source of access to information for most people around the world. In addition to true and reliable 

sources, disinformation is also spreading on the Internet, which poses a significant threat to society. It 

can lead to disorientation, mislead, contribute to the spread of false beliefs, and undermine the 

democratic electoral process. In response to this challenge, AI has become a promising tool in the fight 

against disinformation on the Internet (Serwis Rzeczypospolitej Polskiej, 2023) . 

Content creation tools based on AI algorithms allow you to significantly accelerate the process of 

creating false news, graphics, or videos. Additionally, the development of such technology allows for 

the creation of materials of very high quality (deep fakes), which significantly complicates the 

distinction between false and true materials (Sobek, 2024, p. 77). This technology is already so advanced 

and widely available that this type of fake material can only be detected by algorithms that detect errors 

in digital materials that are imperceptible to humans (Sharma et al., 2024, p. 2). At the same time, the 

development of technology means that digital tools for detecting deep fakes must constantly improve 

their performance. 

Due to the development of disinformation and its presence in strategic areas, it is necessary to act 

decisively and as quickly as possible in the field of its detection, which will allow one to increase the 

level of security in all its aspects. For this purpose, it would be necessary to use the development of 

technology, mainly technology based on AI algorithms and machine learning, to detect disinformation 

content (Wróblewski, 2024, p. 158). 

Many government and nongovernmental, national, and international institutions are attempting to 

determine the positive and negative impact of AI on societies and to characterise its advantages and 

disadvantages and its development in specific cybernetic and social directions (Gergelewicz, 2024, p. 

83). Public institutions must also focus on using AI to combat disinformation, as well as protecting 

against its generation of false information, including detecting such information and educating society 

about such threats. It should be emphasised that AI algorithms can be a significant support in the fight 

against disinformation, due to the potential they have. 

Disinformation activities are also subject to criminal sanctions. Polish lawmakers clearly provide 

that anyone who, while participating in the activities of a foreign intelligence service or acting on its 

behalf, conducts disinformation, consisting in the dissemination of false or misleading information, with 

the aim of causing serious disruptions in the political system or economy of Poland, an allied state or an 

international organisation of which Poland is a member, or inducing a Polish public authority, an allied 

state or an international organisation of which Poland is a member, to undertake or refrain from taking 

specific actions, shall be subject to a penalty of imprisonment for a period of not less than 8 years. Such 
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a sanction is provided for in Article 130 § 9 of the Act of 6 June 1997, the Penal Code ( Journal of Laws 

of 2024, item 17, as amended - hereinafter referred to as the Penal Code). 

Intelligence disinformation is also punishable under Article 132 of the Penal Code. According to 

this provision, anyone who, while providing intelligence services to Poland, misleads a Polish state 

authority by providing forged or altered documents or other items or by concealing true or providing 

false information of significant importance to Poland shall be subject to a penalty of imprisonment from 

one to 10 years. The perpetrator's conduct consists in misleading a Polish state authority by providing 

forged or altered documents or other items or by concealing true or providing false information of 

significant importance to the Republic of Poland (Zgoliński, 2023). 

The subject of protection provided for in Article 132 of the Penal Code is the security of Poland. 

To outline a more complete picture of intelligence disinformation, attention should be paid to the 

concepts used in this provision. Thus, intelligence services are the undertaking of all activities consisting 

in obtaining, analysing, processing, and transferring information for the benefit of Polish bodies dealing 

with intelligence. These activities may be paid or unpaid. In turn, misleading means creating a false 

belief in the actual state of affairs. A Polish state body is any state body that deals with the protection of 

internal or external security of the Republic of Poland. The transfer (in any form) to a Polish state body 

of documents with the content indicated in Article 132 of the Penal Code. Other objects are all movable 

items of significance for the activities of intelligence institutions of the Republic of Poland. Hiding true 

information should be understood as concealing, making unknown information about the actual state of 

affairs. Giving false information is the transfer of information inconsistent with reality. A forged 

document is a document that has been created in order to be recognised as authentic by giving it the 

appearance of such a document. A forged document is an authentic document in which its content has 

been changed in an unauthorised manner (Bachnio, 2024) . According to art. 115 § 14 of the Penal Code, 

a document is any object or other recorded information carrier to which a specific right is associated, or 

which, due to the content contained therein, constitutes evidence of a right, legal relationship or 

circumstance of legal significance. 

Effectively combating disinformation also requires implementation of solutions at the 

international level. In the case of the European Union, one of the first concrete actions to combat 

disinformation was the establishment in 2015, within the structures of the European External Action 

Service, of a Task Force of East StratCom , whose main task is to build social resilience through the 

possibility of fact checking information. As part of the implementation of the EUvsDisinfo project , the 

group also provides a database of information on pro-Kremlin propaganda (EUvsDisinfo, 2023). The 

European Community also funds projects aimed at developing digital tools to combat disinformation 

and creating platforms for fact-checking content (European Commission, n.d.). 

Current European Union legislation, on the other hand, requires large Internet service providers 

to introduce procedures to limit the spread of false information. In this context, EU legal acts emphasise 

limiting content that may be harmful to minors, public health, and public safety (European Union, 2022). 

Another document is the Code of Practice on Disinformation , which is to be an essential element of the 

European Commission's set of tools to combat disinformation (Serwis Rzeczypospolitej Polskiej, 2023). 

The North Atlantic Treaty Organization (NATO) is also involved in the fight against this 

phenomenon (Kennedy Trudeau, 2023). However, due to the nature of these activities, detailed 

information about them is not available, and those that are available only concern social campaigns and 

the creation of fact-checking platforms. 
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The fact that disinformation spread via social media can be a complement to kinetic military 

actions is evidenced by statistics on false and manipulated information that began to appear in the Polish 

information space several dozen hours before Russia's attack on Ukraine on February 24, 2022. 

According to the Institute for Internet and Social Media Research, there was excessive publishing 

activity in the form of phrases interactions: 'Banderites' in a negative context understood as 'they are not 

people”; “dogs”; “murderers”, “child killers”; “UPA” in the context of ‘murderers of Poles”; 

"Ukrainians” in the context of the words ‘to murder Poles"; “Ukrainians” in the negative context of 

“labour market”; “unemployment”of vulgarities in various variations, negatively referring to citizens of 

Ukraine; 'genocide' in the context of negative historical references regarding Ukraine; contextually 

expressed support for the actions of the President of Russia; dynamically increasing growth of phrases 

negating the cohesion of the NATO alliance, humiliating and ridiculing the most important European 

leaders compared to). 

2. Artificial intelligence in the detection of disinformation 

The field of artificial intelligence represents a revolutionary force in the realm of information, 

with a potentially significant impact on both the creation and counteraction of disinformation (Germani, 

Spitale, Biller- Andorno, 2024 ). However, the direction of this impact remains uncertain, leaving open 

the possibility of AI becoming either a devastating instrument of manipulation or a crucial resource for 

security and truth (Božić, Gregić, 2024, p. 126). Its ability to generate sophisticated content, in 

conjunction with the increasing accessibility of AI tools, raises questions regarding its potential as both 

a means of provocation and a means of defence. On the one hand, AI has been shown to amplify the 

capabilities of those who intend to spread disinformation by creating more credible, personalised, and 

persuasive false content. On the other hand, it offers innovative tools to combat these same contents, 

although often with limitations and relevant ethical implications. 

When analysing the possibilities of using AI, it should always be taken into account that it is only 

a tool prone to malfunction, either due to errors made during design and creation or as a result of training 

on poorly selected databases. Another limitation is that deep learning algorithms are not yet perfect and 

can only analyse data from a limited area (Zhao, 2025). Currently, work is underway to develop ways 

to use AI to combat disinformation, but the problem resulting from the lack of transparency in decision 

making by algorithms has not yet been solved (La Gatta, Sperl, De Cegli, Moscato, 2025). Another 

problem is that AI algorithms learning on existing data sets are not yet able to quickly and accurately 

detect constantly emerging new false information that may be an element of disinformation activities 

(Kuznetsova et al., 2025, p. 15). However, AI is also used as a tool to create disinformation (Cantón-

Correa, Montoro-Montarroso, Gómez-Romero, and Molina-Solana, 2025, p. 467). Therefore, it is 

reasonable to say that there is currently a kind of arms race between those who will carry out 

disinformation actions and those who want to counteract such actions. The result of this race is the rapid 

development of digital tools, including the growth of AI capabilities. 

The development of digital tools has an impact on all spheres of social, professional, and private 

activity. Algorithms continuously analyse user activity on the network, and the concept of anonymity is 

becoming an oxymoron. As a result, societies are exposed to disinformation on an unprecedented scale. 

The use of deep-fake technology, which involves generating images, sounds, and videos that never 

actually existed, is already at such a high level that humans are unable to recognise forgery (Zhang, Ni, 

Nie, 2025). The synergy of prepared audiovisual content and personalised messages increases the risk 

of negative social phenomena caused by disinformation. 
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Analysing the literature on the subject, one can conclude that the use of AI to combat 

disinformation is only at an experimental stage, and the still existing limitations of this digital tool do 

not allow it to detect disinformation in real time. Another problem is determining the basis to determine 

what misinformation, disinformation, false news, or truth is. To sum up the analyses of the use of AI in 

detecting and combating disinformation, it should be noted that it is only a tool that, even with the ability 

to act autonomously, should be under constant supervision, and its decisions should not be trusted 

uncritically. At the same time, like any digital tool, artificial intelligence is susceptible to cyberattacks, 

the greatest threat being those that appear at the design or training stage and are difficult to detect. 

However, even though AI algorithms are getting better at analysing text, there are still difficulties 

in interpreting sarcasm, irony, or controversial discussions, which can lead to false alarms or missing 

disinformation. As such, the effective use of this tool to combat disinformation is a matter for the future. 

Especially since the development of technology means that the same tools used to detect disinformation 

are also used to create it. 

Conclusions 

The omnipresent information noise makes it very difficult, and sometimes almost impossible, to 

distinguish false information from true information. Especially in the case of disinformation activities, 

false information is prepared in such a way that it looks true and credible. At the same time, prepared 

messages usually present events that are not impossible. It seems that the only way to effectively combat 

disinformation is to completely block the spread of false information. However, such actions are 

contrary to the principles of a democratic state of law. Therefore, the greatest challenges related to the 

fight against disinformation face democratic states in which access to information and freedom of 

communication are among the basic civil rights (Fatimah, Wiwoho, Isharyanto, 2024, p. 482). In 

addition, to block false information, it is necessary to determine which is false and which is true, and to 

determine who and on what basis should do it. 

However, the most important conclusion is that disinformation activities threaten the security of 

the state by changing the perception of reality by societies and their decision-making based on false 

information and data. This may concern not only voting behaviour, but also support for security and 

defence policy or international cooperation. When developing strategies to combat disinformation, it is 

also worth remembering that such activities are often unnoticeable at first, and the achievement of goals 

is planned only in the distant future. 

Referring to the research hypothesis included in the introduction to this article, it can be stated 

that it has been verified positively because, in an era of rapid technological progress, ensuring the 

security of the state and its citizens requires, among other things, continuous improvement of methods 

of combating disinformation. However, effective methods to combat disinformation are currently only 

theoretical. In practice, complete elimination of the spread of false information can only be achieved by 

restricting civil rights. Social awareness of the existence of disinformation and the threats resulting from 

it is also very important. This can be achieved by educating citizens, which, although not always 

effective, can significantly reduce the level of threat. At the same time, attention should be paid to 

monitoring the recipients of content who may be radicalised as a result of external influence. Such 

a control may also seem controversial. However, ensuring the security of the state requires partial 

restrictions on some freedoms. It should be considered whether freedom of speech or increasing the 

level of security is more important. 
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As conclusions and recommendations for future research, it should be assumed that there is 

currently a war in which the battlefield is, among others, the Internet, and the weapon is disinformation, 

the tools of which evolve with technological progress. Therefore, when preparing strategies and tools to 

combat this phenomenon, a polemological approach is advisable. 
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